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PoC Project Details

1.1
PoC Project

PoC Number (assigned by ETSI):

PoC Project Name: Service-Aware MEC Platform to Enable Bandwidth Management of RAN
PoC Project Host: Industrial Technology Research Institute
Short Description: This PoC utilizes two application contexts including Enterprise Video Call/VoIP and Tele-Drone to demonstrate the feature BandwidthManager of ETSI MEC FEATUREs defined in Mobile Edge Computing (MEC); Technical Requirements (ETSI GS MEC 002 V1.1.1). The PoC will be verified on multi-vendor EPCs which contain our team member FarEasTone (FET)’s EPC and the multi-vendor EPCs in ITRI’s 4G+/5G testbed. The MEC platform of our PoC executes as a Virtual Network Function (VNF) in a container-based or a Virtual Machine (VM) environment and provides an interface for installing the service application (APP) into a container or a VM and configuring a set of parameters for bandwidth management of a mobile network.
1.2
PoC Team Members

	
	Organisation name
	ISG MEC participant

(yes/no)
	Contact (Email)
	PoC Point of Contact

(*)
	Role (**)
	PoC Components

	1
	Industry Technology Research Institute
	Yes
	Kuo-Wei Wen
JimmyWen@itri.org.tw

	X
	Service provider &
Infrastructure provider
	MEC Server

End-to-end integration

	2
	Linker Network
	
	Willy Kuo
wguo@linkernetworks.com

	
	Infrastructure Provider
	Container-based NFV Platform

	3
	FarEasTone
	
	Ming Lin
mijlin@fareastone.com.tw
	
	Operator 
	

	4
	Advantech
	 
	Paul Stevens
paul.stevens@advantech.eu
	
	Infrastructure Provider
	PoC Hardware

	(*) Identify the PoC Point of Contact with an X.
(**) The Role will be network operator/service provider, infrastructure provider, application provider or other.


All the PoC Team members listed above declare that the information in this proposal is conformant to their plans to this date and commit to inform ETSI timely in case of changes in the PoC Team, scope or timeline.

1.3
PoC Project Scope

1.3.1
PoC Topics

PoC Topics identified in this clause need to be taken for the PoC Topic List identified by ISG MEC and publicly available in the MEC WIKI. PoC Teams addressing these topics commit to submit the expected contributions in a timely manner.

	PoC Topic Code
	PoC Topic Description
	Related WG/WI
	Expected Contribution
	Target Date

	PT#01
	Demonstration of MEC Service Scenario – New Scenario
	MEC-004 Service Scenarios (GS MEC-IEG 004) - Mobile Edge Computing (MEC) Service Scenarios
	Technical Report providing the lessons learnt and technical information requested by PT#01
	Q1-2018

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


1.3.2
Other topics in scope

List here any additional topic for which the PoC plans to provide input/feedback to the ISG MEC.

	PoC Topic Code
	PoC Topic Description
	Related WG/WI
	Expected Contribution
	Target Date

	 PT#02
	MEC Metrics
	MEC-IEG-006 - MEC Metrics Best Practice and Guidelines
	Technical Report providing some “quantitative” demonstration in terms of QoS improvements, based on KPIs defined in MEC-IEG-006 deliverable
	Q1-2018

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


1.4
PoC Project Milestones

	PoC Milestone
	Milestone description
	Target Date
	Additional Info

	P.S
	PoC Project Start
	Mar. 2017
	

	P.D1
	PoC Demo 1- Service-Aware MEC Platform for Service Offload with Enterprise Video Call/VoIP
	Jun. 5, 2017
	Small Cell Forum Plugfest & 5G Workshop, Room 301, NTUH Internal Convention Center,  Taipei City, Taiwan

	P.D2
	PoC Demo2- Service-Aware MEC Platform for Traffic Offload and Static Bandwidth Management with Enterprise Video Call/VoIP
	Sep 26-28, 2017
	To be confirmed by 
MEC Congress, 2017, Berlin

	P.D3
	PoC Demo3- Service-Aware MEC Platform for Traffic Offload and Dynamic Bandwidth Management with Enterprise Video Call/VoIP or Tele-Drone
	Feb. 26-Mar. 1, 2018
	Mobile World Congress (MWC),2018, Barcelona

	P.C1
	PoC Technical Report
	Q1, 2018
	

	P.R
	PoC Report
	Q1, 2018
	

	P.E
	PoC Project End
	Q1, 2018
	

	
	
	
	


NOTE:
Milestones need to be entered in chronological order.

1.5
Additional Details

2
PoC Technical Details

2.1
PoC Overview

Multi-access Edge Computing (MEC) plays a key technical role for the evolution toward 5G. Because early implementation of MEC features will be a Proof-of-Concept (PoC) for future 5G services, this PoC is demonstrated on LTE systems currently and will be implemented on 5G systems to offer better network performance. Among the use cases and service scenarios related to MEC we chose to demonstrate the service-aware MEC platform for bandwidth management of the RAN.

Traditionally, when a User Equipment (UE) requests a service APP via a mobile network, the mobile network does not have the ability to identify the type of the service, nor allocate a feasible setting of the bearer for this service in advance. Thus the transmission quality of some delay-sensitive services such as VoIP, video streaming, and tele-drone, is not guaranteed. Figure 1 shows a mobile network including the E-UTRAN and EPC depicted as black-boxes for any service.

[image: image1]
To provide a low-latency and high quality environment, the present PoC is demonstrating bandwidth management of the Radio Access Network (RAN) in the cell. As shown in Figure 2, the MEC platform executes as a VNF in a container-based or a Virtual Machine (VM) environment and provides an interface to install the service APP into a container or a VM and configure a set of parameters for bandwidth management of the mobile network; the MEC platform identifies the service request from UEs. If the service APP has been installed on the platform, the MEC platform redirects the service request to itself and transfers the parameters for bandwidth management to mobile network. 

[image: image2]
The PoC will demonstrate the service-aware MEC platform with the following features:
· Bandwidth management of mobile networks: The service-aware MEC platform is able to transfer the parameters to the EPC for bearer setting.
· Multi-Vendor EPC/eNB Support: The service-aware MEC platform will connect to different vendors’ EPCs for compatibility testing including our team member FET’s EPC and the multi-vendor EPCs in ITRI’s 4G+/5G testbed. Furthermore, ITRI’s 4G+/5G testbed provides different vendors’ eNBs for the verification of the PoC. 
· Container-based and VM-based virtualization: Each service APP is a VNF located in a container or a VM, and so is the service-aware MEC platform.
· Service APP on demand: Each service APP executes only when a user requests this service. When the service is not in use, all the resources of the MEC platform including vCPU and vMEM are released.
· Service and Traffic offloading to MEC platform: The service-aware MEC platform would redirect the UE’s connection and all the data traffic of the service to itself once the corresponding service APP is confirmed to have been installed on the platform.
2.2
PoC Architecture
As shown in Figure 3, the PoC consists of UEs, eNB, container-based or VM-based mobile edge cloud server, the service-aware MEC platform on the mobile edge cloud, and third-party service APPs on the mobile edge cloud; moreover, the service-aware MEC platform connects to the MME. Two scenarios of the PoC are presented to introduce the MEC platform and how it works.

[image: image3]
The first scenario is the Enterprise Video Call/VoIP service shown in Figure 3. In order to provide high Quality of Service (QoS) for this service, the Enterprise Video Call/VoIP service APP is installed in the container or VM on the MEC platform and not executed initially. When a UE begins to request the Enterprise Video Call/VoIP service to communicate with the colleague in an enterprise environment, the MEC platform detects this request. If this service APP is installed and bandwidth management parameters are set on the MEC platform, the MEC platform triggers the Enterprise Video Call/VoIP APP to start running and transfers the bandwidth parameters to the MME for the bearer between the UE and EPC or between the colleague and EPC. Example parameters are Traffic Flow Template (TFT), QoS Class of Identifier (QCI), Destination IP, and so on. Then the MEC platform redirects the service request to the Enterprise Video Call/VoIP APP on itself f, and all the data traffic of the service between the UE and its colleague is offloaded from EPC to MEC. As a result, the transmission quality and user experience for the Enterprise Video Call/VoIP service are guaranteed.

[image: image4]
The second scenario is tele-drone service shown in Figure 4. For this scenario, low-latency is a key performance requirement. Thus the service-aware MEC platform is able to meets these criteria. The tele-drone service APP is installed in the container on our MEC platform and is idling initially. As the tele-drone service is requested by a UE, our MEC platform detects this request. If this service APP is installed and bandwidth management parameters are set on the MEC platform, the MEC platform triggers the tele-drone APP to start running and transfers the bandwidth parameters to the MME for the bearer between the UE and EPC or between tele-drone and EPC. Example parameters are TFT, QCI, Destination IP, and so on. Then the MEC platform redirects the service requests for the UE and the tele-drone to the tele-drone APP on itself and all the data traffic of this service between the UE and its tele-drone is offloaded from EPC to MEC. As a result, the transmission quality and user experience for the tele-drone service are guaranteed.
Architecturally, our PoC Team provides the solution which maps to the ETSI MEC ISG architecture defined in Mobile Edge Computing (MEC); Framework and Reference Architecture (ETSI GS MEC 003 V1.1.1), as shown in Figure 5.


[image: image5]
2.3
Additional information

Figure 1. Connections between Service APPs and UEs.





Figure 2. Connections between Service APPs and UEs with the Service-Aware MEC Platform.





Figure 3. The Service-Aware MEC Platform with Enterprise Video Call/VoIP Application.





Figure 4. The Service-Aware MEC Platform with the Tele-Drone Application.





Figure 5. MEC Architecture with Our MEC Team.
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